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ABSTRACT
The studies of analysis of variance components is one of the important topics in mathematical statistics for this
subject of wide application. In this paper given best quadratic unbiased estimator of variance components for
balanced data for linear one-way repeated measurement model (RMM). We computed the quadratic unbiased
estimator, which has minimum variance (best quadratic unbiased estimate (BQUE)) by using analysis of variance

(ANOVA) method of estimating the variance components.
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1. INTRODUCTION

The variance component analogue of the best linear unbiased estimator of a function of effects is a best
quadratic unbiased estimator (BQUE), that is, a quadratic function of the observations that is unbiased for the
variance component and has minimum variance among all such estimators [8].

Repeated measurements is a term used to describe data in which the response variable for each experimental
unit is observed on multiple occasions and possibly under different experimental conditions. There are variety
of disciplines, which make use of repeated measurements as applications in the health and life sciences,
epidemiology, biomedical research, education, psychology and the social sciences, etc. Repeated measurements
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occur frequently in observational studies, which are longitudinal in nature, and in experimental studies
incorporating repeated measures designs. In the repeated measurements setting, independent factors or
covariates may be classified into one of two categories: within-subject covariates and between-subject
covariates. Within-subject covariates, also referred to as within-subject or within-unit factors, repeated measures
factors and/or time-dependent covariates, represent variables or experimental conditions which vary over time
within subjects or experimental units [9].

Several methods are available in literature for estimating the variance components. In this paper, we consider
analysis of variance methods of estimating the variance components linear of the one-way repeated
measurement model (RMM) to obtained BQUE for this model.

2. SETTING THE MODEL

Consider the linear model and parameterization for the one-way (RMM) with one between — units factor
incorporating univariate random effects [1].

Yik=u+7+6ih tve + @) + &
where
I = 1,...,m is an index for experimental unit within group J,
j = 1, ..., @ is an index for levels of the between-units factor (group),
k = 1, ..., P is an index for levels of the within-units factor (time),
Y;jk is the response measurements at time K for unit { within group ,

U is the overall mean,

’l'j is the added effect for treatment groupj ,

5i(j) is the random effect due to experimental unit I within treatment group ]
Vi is the added effect for time k,
(T)/)jk is the added effect for the group j X time k interaction, and

E;jk s the random error on time k for unit  within group .

For the parameterization to be of full rank, we impose the following conditions:

q
j=1

Y@ =0Vk=1.,p, i Mp=0Vvj=1..,q

=0, e k=0,

(2)

We assume that the &;j's and the 5i(j)'5 are independent with
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Eije ~AN(0,02) and 8,y ~“4N(0,0%) 3)
Yina
Let X = veC(Y) = = [Ylll' "'1Y11pr qul, ""anl' ...,anp],
Yuap

Definition 1: The quadratic estimator(QE) ofO'ég is quadratic form which satisfies that:
65 =Q(A) =Y'AY.
For simply we denoted to Q(A) by A.
Let A= { A : Ais symmetric square matrix such that Q(A) = 6% }
And Q is a set of any quadratic estimator (QE) of 0(32" ie.
Q={A=0Q(A): forany A €Ay} .

Definition 2: The best quadratic unbiased estimate (BQUE) of O'g is a quadratic estimator Q € Q satisfies
that : reshape

(@) EQ = 0F | @
(b) var(Q) <var(Q*) foranyQ e &
Note: The general quadratic estimator forany @ € Q and € A be denoted by
Q=X'QX = ) YiuYuqlit onreshape Q= (qff) (5)
ijk;rst
3. Method of Analysis of variance (ANOVA)

Sum of square to groups, subjects (group), time, groupXtime (interaction) and residuals are given by:

sst=mpyi G, -y ) =x (2el,02-Lelgl)x (6)
SS8 =YL T T, — V)P = X (he® 2 -2 ®L,02) X (7)
ssy =nq ¥l , -y ) =X (LoLe, -Le2eL)X (8)

SSty =n ¥l Xeei U =V, =V, +Y )

9
:X,(%@’qu_%‘g’]q@% ® ®I +]”® ® )X ©)
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SSe = ?:12?:12£:1(Yijk—yjk—yij_'*y_j_)z (10)
— v/ In ] In ]
= X' (Ingp = 2 ®lgp — 1 ® L+ 2®1,02) X

Where

Ip denotes to the P X P identity matrix, ]p denotes to P X P matrix of 1’s
and ® is kroncker prodect{IfA = (a;;) and B = (b,;) then AQB = (Ab,)}.
And

n q p ..
— i=12j=12k=1yllk ,
y = is the overall mean,
nqp

n yb .
i=12k=1yl]k

V. = is the mean for group J,
Y np group J
— Yhoe1 Yijk ) th :
yij. = T is the mean for the ™" subject in group J,
n q
_ i=12j=1Yijk . _
y,=—7T"—"" is the mean for time K,
.k nq
— Y1 Yijk .
y.jk = T is the mean for group ] at time k.

The above results of equation (6 --10) can be summarized as ANOVA Table

Table 3.1 ANOVA for one-way Repeated measures model

S.O.V. Df SS MS S
SSt np q 5 5 ,

7 g-1 SST MSt = 35T Z 12 +pol 4o

! q—1 q-— 1 =1 J) bogs £

SSo

Si(j) qn-1)  SS& Mss =58 poZ 42
SS)/ nq D

Vi p-1 SSy MSy = E E b V2 + a2
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p

SS 2

@k  @-Ne-1)  SSty MST)/:% TECEE) E i E k=1(TV)Jk
+ a?

D-1D

SSe
” - - == . < 2
o anen SSe s MSe- on TN oD %

Total ngp-1 SST

The variance components can be found by solving following equations
— 2 2
MSé = pos + o
MSs = o?
Moreover, the quadratic unbiased estimate of variance components are:

= MSe and
* E(MS§ — MS¢) = po§ + 02 — 02 = po}
= —E(MS(S MSe) (11)

Now let Q (M) is quadratic form given by ANOVA method of estimating O'g .

From equation (7 and 10), we can write M (= Q(M) ) as:

M=X'MX (12)
®]p ]Tl ®I ®]p Inqp _%@qu ®]P +]n ®I ®]p
= X' - X
qp(n -1 qp(n — 1)(2j -1

Then the matrix M has this form

] ]n ] ]n ] ]n ]
M = lhe®; =z ®Iq®§p _ Ingp =7 ®lap = Ing®; > Tl ® >
- qp(n - 1) qp(n — 1)(p - 1)
1 n n n
=E[Inq®]p / —QI,®], — ]p +] ®l, ®] Lugp +]n®lqp
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+1nq®]—” —]—“®1q®]—p
p n p

1 J J
= M= [1g®p ~ L BI®), ~ Ingp + - @l |
i n n
1 In
= 2 [t~ 201,80, ~ 1) (13)
Suchthat § = qgp(n — 1)(p — 1).
If a matrix C have all elements of M in (13) with arrangement as.
C =(A+B)®I, (14)
And €=0Q(C)=X'CX (15)
(n—1) 1
where A = o (]p®ln — Inp) and B = n_77 (]p — Ip)®(ln _]n)
then C is an another quadratic unbiased estimator of 0'(%, (E(C) = O'g).
In addition, C is a square and symmetric matrix of size ngp X ngp.
The following relations can be obtained from matrix C in (14) on rewrite as C = (CLCS,E
(@) Yijkclk =0 foranyr,s,t. \
(b) Trseclf =0 foranyijk.
©) Xk clrf;f =0 foranyr,s,t,i. \ (16)
(d) Ysecliy =0 foranyi,j k,r.
(e) Zijk;t Cll]];i =1. y,

Theorem1: The BQUE estimator of O'(% for model in (1) is given by ANOVA method,

that is, by quadratic form Q(C) state in (15).

Proof:
. . . 2
Let Q € Q is unbiased estimator for Os

suchthatQ = C + D

where
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D=XDX-= z n]kyrstdff,f and q{fkt = c[f,f + d[f,f (17)

ijk;rst
Q = (aqjj ),D = (di3% ) and C = (c]j}

In problem (17), by give requirement to each q{jslf (since Q satisfies (4) and ClZS,f are known) then the

problem(17) reduces to giving exact values to each dl]k

When Q =C+ D > E(Q)=E(C+ D) = O'ég since E(Q) = O'%

this reduces to

Sr(e+7+ye+ (ry)]k)(u + 75+ ye + ()se) (cijic + dijie
+ XR(r=i,s=j) 05 (Clrjskt lr]skt) + Xijk 0f (Cll]];c( Z/Ij = 0§ (18)
where index R is refers to all indexes: 1 < (i,7) < n,1 < (j,s) < q,1 < (k,t) <p.
And index R (1) is refers to all indexes: 1 < (i,7) <n,1 < (j,s) < q,1 < (k,t) <p.
Such that the restriction condition [ is satisfied.

From above equation (18) and by using (16 and 2) we have

ZR dr'St =0 = Zijk ;rst dzslf 0
— Ljt

ZR(T i;5=J) dz‘]skf = Zijk;t dlljk =0 (19)
— ijk

ZR(r—l-s—]-t—k) d{]Skt =0 = Zijk d;}k =0

Now since E(Q ) = 0% then
var(Q) = E(Q?) — 05 = E(C?) + E(D?) + 2E(CD) — 04 20)
We will study the term (CD ) .
E(CD) = E(ZxYijuYrseclic Zo YrgnYurwdign )

where index P defined as R but for subscripts f, g, h,u,v,w itis refers to all indexes: 1 < (f, u) <
n,1<(g,v)<q,1<(hw)<p.

From (15) and (1)

2 C =Yg l]kyrstcl]k and Y = +7 +8ijy +vie + (TV)ji + Eiji
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we have

C=Ygplp+7+8i +vi+ @i + i) [t + 75 + Sy +ve + (TV)st
+ srst]clrjslf

C =2k [51(]-) + é‘ijk] [5r(s) + Srst] C[J% , we using (16: c and d)
E(C) = E(ZR[‘%(}) + gijk] [Sr(s) + grst] CZA]S;ct 1)

~E(CD)=E (ZR[5i(j) + &) [6rs) + frst]czfgkt Xplu+ 14+ 8pig) + ¥
+(Ty)gh + gfgh] [.u +7, + Su(v) +yw t (Ty)vw + guvw]d?gl;‘l/)

=F (ZRZP[(Si(j) + Sijk] [67‘(5) + grst][# + 1745 + 5f(g) + ¥ +(7;y)gh
+ gfgh] [ﬂ + Ty + Suw) + Y + (T ow
rst JuvW
+ EUUW]Cijk dfgh ) (22)

From equations in [(2), (16) and (19)], since Sijk's and the 6i(j)'5 are independent with

Eijk"’i'i'dN (0, 0'82) and 51’(1') ~LLd N (0, O'é%) we have all terms of multiply the element

of (22) equal to zero.

That is mean the equation in (20) becomes

when E(CD) = 0 then we have
var(Q) = E(Q?) — 05 = E(C?) + E(D?) — 0}
=var(C) + E( z [Yijkyrstdlt}slg]2>
ijk;rst
Then Q has minimum variance if dz}-slf =0 fOT all i,j, k; 1, S, t. This clear implies to Q =C.n

By above proof, we shown that, the BQUE of (Tg is 6(% =C =Y'CY, where Cis given in equation (14)

on rewrite as C = (Clr]skt .

And same manner we can found the BQUE for 082 , which equal to

(62=E=Y'EY)
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— t : : In J In
where E = (e]% ) ,i.e E is reshape of (Inp — QI - In®;p + n—;’) ®I,.
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