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ABSTRACT. 

In this paper martingales of statistical Bochner integrable functions with values in a Banach space are treated. In particular 

we have arrived some results for martingales and backwards martingales.  
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1. INTRODUCTION  

The study of probability theory in abstract spaces became possible with the introduction of integration theories in such 
spaces. It plays a very important and useful role in the study of stochastic processes.  

Continuously studied since its introduction, martingale theory is one of the central components of probability theory. Much 
of the work on Banach spaces done in the 1930’s resulted from investigating how much of real variable theory might be 
extended to functions taking values in such spaces. In the 1960’s, the theory of martingales of real or complex random 
variables has been extended by various authors to random variables taking values in a Banach space. 

On the other hand one of the most recent generalizations of the concept of classical convergence of sequences,statistical 
convergence which has been introduced by Fast [13], who also introduced concepts such asLacunary statistical 
convergence and 𝜆-statistical convergence, has become an active area of research under the name of statistical 

convergence since 1990s of the last century. It has appeared in a wide variety of topics such as [1], [3], [5], [8], [10], [12], 
[14], [15]. 

In [17] we have extended in case of statistical convergence some result present in [4] for martingales of statistical 
Bochnerintegrable functions on Banach space and in [16] theorems concerning the Radon–Nikodym property for vector 
valued martingales of statistically Bochnerintegrable functions are treated. 

Also in this paper we treat convergence theorems for martingales of statistical Bochnerintegrable functions. Section 2 is 
devoted to listing various definitions and notations which we shall have to refer to later. In section 3 we prove some 
convergence theorems for martingales of statistical Bochnerintegrable variables. 

2. DEFINITIONS AND NOTATIONS 

In this section we recall some basic definitions and notations which form the background of the present work.  

Let E be a Banach space with norm  . , B(E) its unit ball and E* its dual. A subset T of E* is called a total set over E, if 

( ) 0f x   for each f T implies x=0. Throughout this note ( , , ) F  is a probability space and ( )
n n N

F  a family of 

sub- -algebras of F such that 
m n
F F if m n . Moreover, without loss of generality, we will assume that F  is the 

completion of ( )
nn

  F . 

Definition 1: A process  is called a martingale if 

i) is adapted to the filtration . 

ii)  

iii)  

We follow the notions about the statistical convergence of sequences introduced by Fridy [6], [7] and Gökhan and Güngör 
[9], as well as the approach of Schoenberg [11] about integration. The base line concept is the statistical convergence of 
Fridy [5]. 

 , ,n nf B n

( : 0)nf n  { : 0}nB n 

( ) < ,   nE f n  

11 n n

A A

nn n A B f d f d              
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A subset A of the ordered set N of natural numbers is said to have density ( )A , if , where 

and denotes the cardinality of set . It is clearly that finite sets have the density zero 

and  if A'= \ A. If a property P(k)={k ; kA} holds for all  with  δ(A)=1, we say that property P 

holds for all k that is a.a.k.  

The vectorial sequence x is statistically convergent to the vector L of a vectorial normed space if for each  

 
1

lim |  : ||x || | 0
n k

k n L
n




     

i.e.   a.a.k. We write . 

The sequence x is statistically Cauchyif for each 0  , there exists a number such that for n > N() 

k N
x x   . 

Lemma Salat. A sequence ( )
k

x is statistically convergent to L if and only if there exists a set K = {k1<k2<…} that 

(K)=1 and lim( )
nn

kx L


 . 

The set K is directed and the sequence is called the essential subsequence of . The above lemma can be 

formulated: 

A sequence ( )
k

x is statistically convergent to L if and only if there exists an essential subsequence ( )
kn

x which converges 

in usual meaning to limes L. We write lim
k

k

x L .  

We can formulate an immediate corollary of Salat’s lemma. 

The sequence{ ( )}
k

f x where :kf S X , ( X a vectorial normed space) is statistically convergent to ( )f x , if and only if, 

there exists an essential subsequence ( )
nkf  of it that is convergent to ( )f x . 

We follow the notions about the statistical convergence of sequences of functions from [9], [2]. Let{ }kf be a sequence of 

functions with value in vectorial space. For each x  of the domain, we consider the functional sequence ( ( ))kf x . We 

denote with S  the set of x  where the sequence ( ( ))kf x converges. The function f defined as  

( ) lim ( ) ;k
k

f x f x x S


     

is called the limit function of the sequence , we say that sequence converges pointwise to f for every x S .  

Definition 2: A sequence of functions is said to be pointwise statistically convergent to if for every 0  and

,  

 

. a.a. k. 

We write lim ( ) ( )
k

st f x f x  on S. 

Definition 3: A sequence of functions is statistically Cauchyif for each , there exists a number 

such that for ( )n N   

 . 

( )
lim ( )

A n
A

n


 ( ) :A n k n k A   A A N

'(A )  1 ( )A   k A

0 

kx L   lim kst x L 

( )N N 

( )
nk

x ( )kx

{ }kf { }kf

{ ( )}kf x f

x S

( ) ( )kf x f x  

{ ( )}kf x 0 

( )N N 

  ( ) ( )k Nf x f x  
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Let X be a Banach space and ( , , )  is a finite measure space and let{ , }nB n  be a filtration  of  and let 

 be a sequence of variables.  

Definition 4. The function :f S X is called statistically strong measurable by μ on S if every 0   and every 

0  there exists a integer ( , )N   such 

1
lim |{  : || ( ) ( ) || , } | 0

k
n

k n f s f s s S
n




       

for ( , )k N   almost for every s S . In this case it is said that the sequence (s)
k

f converges statistically strong almost 

everywhere uniformly by μ to the function f on S. 

Definition 5.[2] A    measurable function  is called statistical Bochnerintegrable if there exists a 

sequence of simple functions such that 

. 

In this case, st-  is defined for each by . 

The set of statistical Bochnerintegrable functions is a linear space we denote with . 

It is clear that  is also norm (semi-norm) in this space. We denote it by .  

We prove that in same way as is shown in [2] for L1 space. 

 

Let  be a sub field of  and  ( ). An element  of  is called the st-

conditional expectation of  relative to  if is measurable and 

for all . 

In this case is denoted by . 

Backward Martingale Let 
nF  be increasing sequence of σ-algebra, 0n   such that  

3 2 1 0...      F F F F . Let 
nf  be 

nF - adapted 0n  , and 
1( | )n n nE f f F .    

3. Convergence theorems of martingales 

In the following theorems we are extending in case of statistical convergence some results present in [18] on Banach 
space. 

Theorem 1: Let ( , , 1)nnf n F  be a martingale of st-Bochnerintegrable functions such that ( )
nnf E f F , 1n   

, where ( , , )
p

f L 


  F , 1 p  . Then  

'
lim 0

p
n

nst f f


    

where ( )f E f
 
 F  and 

nn
Borel field generated by


    F F  . 

Proof.  Let 0

1

n

n





F F .  Clearly 
0F  is a field. For ( , , )

p
f L 


  F , 1 p  , let  

( : 0)nf n 

:f X

( )nf

lim 0n
n

st f f d


    

E

fd E lim || || 0n
K

f f dm

W

- =ò

' ( ,X)pL m

1/

lim | ( ) |

p

p

n
E

st f x
æ ö

÷ç ÷ç- ÷ç ÷÷çè ø
ò

'|| ||pf

( , ) ' ( , )
p p

L X L X 

B    ' ( , )pf L X 1 p  g ' ( , )pL X

f B g B 

E E

st gd st fd     E B

g ( )E f B|
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( | )n nT f E f F  , 

{ , 1}nT n  is a sequence of bounded linear operators on the Banach space ' ( , , )
p

L 


 F . If  ( ) ( )Ff a   

where 
0,a X F  F  . Then since for some , NN FF   it follows that  

,nT f f n N   . 

Hence 

lim ' 0n p
n

st T f f   . (1) 

Therefore (1) is valid for all simple functions f measurable with respect to
0F . Since such functions are dense in 

( , , )
p

L 


 F and 1
n

T  , the inequality  

' ' ' '

' 2 '

n p n p n n p p

n p p

T f f T g g T f T g g f

T g g g f

      

   
 

immediately establishes the validity of (1) for any ( , , )
p

f L 


  F . Now for any ( , , )
p

f L 


  F , 

( | ) ( , , )
p

E f L 
 
 F F and ( | )n nT f T E f  F .  This along with the previous argument proves Theorem 1. 

Theorem 2: Let ( , , 1)nnf n  F  be a martingale of st-Bochnerintegrable functions, let 1
( , , )

p
f L 

   , 

1 p  . Then  

lim ' 0n p
n

st f f    

where
1

( )f E f
  
 F  and 

nn 
F F  .      

Proof. The proof of Theorem 2 is similar to Theorem 1. One defines ( | )n nT f E f  F for 1n  , and 

1
( , , )

p
f L 


  F . Using a classical martingale convergence theorem one proves the assertion in Theorem 2 for f  of 

the form 
F a   where 

1F F  . The proof is then completed as in Theorem 1. 

Lemma 1: Let , 1nT n   and T be bounded linear operators mapping the Banach space Y  into itself and such that 

i) lim n
n

st T f Tf


    for all f Y  and 

ii) min( , )m n m nT T T  

Let 
nf Y  be such that 1n nnT f f   and that there is a subsequence 

knf statistical convergent weakly to f . Then 

lim
n

nst f f


  .  

Proof.  From the conditions of the lemma, we have that  

min( , )m n m n
T f f  (1). 

Also m mknT f T f  as k   for any m .  For large k  because of (1),  m kn mT f f  and hence 
m mT f f  .  

By condition (i) of the lemma  lim m
m

st T f Tf 


    so it follows that lim
m

mst f f


  . 
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Theorem 3: Let X be a reflexive Banach space and let ( , , 1)nnf n F  be a martingale of X-valued statistical 

Bochnerintegrable functions such that ( , , )
n p

f L 


  F , 1n  , 1 p   and '
pnf C . Then there exists 

( , , )
p

f L 

    such that lim ' 0

p
n

nst f f


   and ( )
n n

f E f


 F  .      

Proof.  

Let nn
Borel field generated by


    F F  , ( | ), 1n nT f E f n  F  for ( , , )

p
f L 


  F . 

First consider the case1 p  . X being reflexive, ( , , , )
p

L X


 F  is also reflexive and hence the bounded set { }nf

has a subsequence converging weakly to an element f of ( , , , )
p

L X


 F . Thus in the case1 p  , , 1nT n  , I 

the identity operator, I f f   and , 1nf n   satisfy all the conditions of lemma 1. (To verify this one uses the fact that 

( , , )nnf n 1F   is a martingale and that Theorem 1 holds.) Hence the statement in Theorem 3 for 1 p   follows 

immediately from lemma 1. 

The case 1p  is dealt with exactly similarly. 
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