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Abstract

In this paper, we study the existence of a unique solution for the nonlocal boundary-value problem of coupled system of
Volterra functional integro-differential equations.
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1 .INTRODUCTION

The coupled systemof Volterra functional integro-differential equations appear in many applications that arise in the fields
of mathematical analysis, nonlinear functio -nalanalysis, mathematical physics, and engineering . An interesting feature
ofcoup-led system of functional integro-differential equations is their role in the study of many problems . Here we are
study the existence of nonlocal boundary value problem of coupled system of Volterra functional integro-differential

equations.

dx t dyy ) .

rr fi (r, L gl(s*E’] fii‘"’)s t €(0.1) 1
dy t dxy ) .

— = (r, Lg: (S,Ea]ds) t € (0.1)

With the nonlocal boundary conditions

y(m = By@®.,7 €[01), e (01], B#1 (3)

We are concerned here with the existence of solutionsx,y € €[0,1] and x,y € AC[0,1] of the
problem (1)-(3).

2 .Functional integral equations

Consider the boundary value problem of the coupled system of Volterra functional integro-differential equations (1) with
the nonlocal boundary conditions (2) - (3).

Let ‘;—’: =u, and Z—f =v ,in (1) we obtain the coupled system of functional integral equations

u() =f1 (t,f gi(sv())ds), t € (01)
0
4

¢
v(t)= f, (t,J; gz(s,u(s))ds), t (0,1)

where

x(t) = x(0) + f u(s)ds (5)
0

and

t

y(©) = y(0) + j v(s)ds. ©)
0

Now using the boundary condition (2), we obtain

x(t) = x(0) + fru(s)ds

0
¢
x(&) = x(0) + Lu(s)ds,

then
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x(0) + foru(s)ds =ax(0)+a fof u(s)ds .

a 3 1 T
20 = 7 [ ulsdds = = [ uCsdas
1-a), 1-a),
Substituting in (5), we obtain

3 T t
x(t) = %fo u(s)ds — ﬁfo u(s)ds + fou(s)ds. @)

Also, using the boundary condition (3), and substituting in (6), we obtain

¢ 1 T t
y(t) = %L v(s)ds — mfo v(s)ds + fov(s)ds. (8)

3. Existence a unique continuous solution
Consider the coupled system of the functional integral equations (4) under the following assumptions.
(1) fi[0,1] x R — R are continuous and satisfy the Lipschitz condition with constant Li
| fitt,w) — fi(t, v)| < LiJlu —v|, i=1,2

(2) gi: [0,1] x R — Rare measurable ins € [0,1] and satisfy the Lipschitz condition
| gi(s,u(s)) — gi(s, v(s)| < ki(s) |u(s) — v(s)l,

where
t
f kj(S)dS < Mi, i=1,2
0

LetX = {U= (u,v):u,v € C[0,1]} and its norm defined as
I (u,)ll=lull+ lvi= sup|ul®)|+ sup|v(t)|. te[0,1]

Now for the existence of a unique continuous solution for the coupled system of the functional integral equations (4) we
have the following theorem.

Theorem 1. Let the assumptions (1)-(2) be satisfied. If Li Mi <1, i = 1,2, then the coupled system of the
functional integral equations (4) has a unique continuous solution in X.

Proof. Define the operator F with the coupled system of thefunctional integral equations (4) by,
F(u,v) = (Fiv,Fu)

where

Fav = fi(t, fo 91(s, v(s))ds)

t
Fu = f,(t, f g2(s,u(s))ds)
0

Firstly, to prove F : X - X.
Let u,v € C[0,1], and t1,t2 €[0,1], suchthat t1 < t2,and |t2- t;| < 6,

then

ty ty
|[Fiv(tz) — Fav(ty) | = |f1(t2'fo g1(s,v(s))ds) —fl(tl,fo g1(s,v(s))ds) |
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= | falts, f "ga(s,v())ds) —fa(ta, f g1(s, v())ds)
0 0
it fo "1(s,v(s))ds) —fata, fo g1(s,v())ds)|
<1futte | o(s:v6)ds) ~futes [ on(sv(s))as)
H fo 'ga(s,v())ds) —fa(ta, fo g1(s,v(s))ds)|
< Llf 2gl(s,v(s))ds —J- 1gl(s,v(s))ds)|
0 0

H falts, fo 'ga(s,v())ds) —fa(ta, fo '1(s,0(s))ds)l.

HenceF1lv (t) € C[0,1],Yv (t) € C[0,1].
Smillarly, F2 u(t) € C[0,1] ,Yu(t) € C[0,1].

Now since F (u,v) = (Flv F2 u)
F(u,v)(t2) — F(w, v)(t1) = F(u(t2), v(t2)) — F(u(ts), v(t1))

= (Fv(ty), Fu(ty ) — (Fv(tl), Fu(tl))

= (Fv(t2) — Fv(t1), F; u(t2) — Fu(tl)).
Then
IF(u,v)(ty) — Flu,v) () = IFv(ty) — Fv()l + IFu(ty) — Fu(t)l.
This prove thatF : X - X.

Secondly, to prove that Fis a contraction, we have this following.

Letz = (w,v) €X,z1 = (u3,v4) €X.
F(u,v) = (Fv(t), Fu(t))

F(ul,vl) = (Flvl(t)'FZul(t))

t t
IFyv(t) —Fywa(D)] = | fa(t fo g1(s,v())ds) —f1 (& fo 9105, v3())ds) |
<L 1(s, ds — 1(5, 11 d
< |fog(sv(s)) s fog(sv(s)) N
t
< Ly| f [91(5, v()) — ga(s, va())]ds]|
< Lif lg1(s,v(s)) — ga1(s, v1(s))|ds
t
< Llf ki(s)|v(s) —vi(s)lds
0

< Lif ki(s)sup|v(s) — vi(s)|ds
0
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t
< Lillv — vlllf k.(s)ds
0

< L1M1"U - v1||

i.e IF1v — Fivill < LiMqllv — v4ll.
Since L1M1 < 1 thenF1is a contraction.
Similarly,
IFu — Foulll < LMy llu — uqll .
SinceL, M, < 1, then F,is a contraction.
Hence
IF(u,v) — F(ug, v)ll = I(F1v, Fou) — (F1vq, Faug)ll
=Fv — Fiv4, Fou — Fouqll
= IFyv — Fivll + IFu — Fouyll
< max{L:M4, LoM}(u,v) — (uq, v)l.
Let LM =max{L ML, M}
then
IFuv)-F@i,v )l < LMI (u,v)- (ui,v1)I.

SinceLM < 1, thenF is a contraction, and by using Fixed point Theorem[(6)] then there exists a unique solution in X of the
coupled system of the functional integral equation (4) .

4 .The boundary value problem
Consider now the problem (1)-(3) .

Theorem 2. Let the assumptions of the Theorem 1 be satisfied, then there exists a unique solution x,y € C[0,1]of
the problem(1)-(3).

Proof.The solutions of the problem (1) - (3) is given by

¢ T t
x(t) = %fo u(s)ds — %fo u(s)ds + fou(s)ds € C[0,1]

and

& T t
y(@) = J%ﬁfo v(s)ds — ﬁfo v(s)ds + fov(s)ds € C[0,1].

Where

u(t) = f1 (t,f 91(s,v(s))ds) € €[0,1],
0

t
v(t) = f2 (t.f g2(s,u(s))ds) € €[0,1].
0
Then from Theorem 1 we can deduce that there exists of a unique solution of the problem(1) - (3).
5. Unique L* —solution

Consider the coupled system of the functional integral equations (4) under the following assumptions.

@) f:10,1] x R - Rare measurable int € [0,1] and satisfy the Lipschitz condition with constantL;

| fi(t,w) — fi(t,v)| < Lilu—v|,
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and fi(t,0) € L'[0,1], i=1,2
(ii) gi:[0,1] X R = R are measurable ins € [0,1]and satisfy the Lipschitz condition

| gi(s,u(s)) = gi(s, v(s)| = Ki |u(s) — v(s)l,

and g (s,0) € L'[0,1], i=1,2

(iii)fo1 fi(t,0)dt < r; and fol gi(s,0)dt < bii = 1,2.

DefineY = {U = (u,v): u,v € L'0,1] }and its norm defined as
Il(u, )l = lull+ lvl

b b
=f |u(t)|dt+] |v(t)|dt.

Now for the existence of integrable solution for the coupled system of the functional integral equations (4) we have the
following theorem

Theorem 3. Let the assumptions (i)-(iii) be satisfied. IfLiKi <1, i = 1,2then the coupled system of the functional
integral equation (4) has a unique solutioninY .

Proof. Define the operatorG associated with the functional integral equations (4) by

G(u,v) = (G, Gau)

where

le = f]_ (t,j;)g1(5';v(5))ds)

t
6o = fa(t, | galsu(s))ds)
0
Firstly, to prove G : Y - Y.
Let (u,v) €Y.
Now, to prove G, v : L'[0,1] - L'[0,1].
| f1(tw)] = 1f1(t, 0)| = | fi(t,w) — f1(8,0) | < Lilul

|f1(6, W] < Lalul + [f1(¢, 0)].
Also,

191(s, v())| < Kalv(s)| + |g1(s,0)] .
Hence

If1(t, W) = |G (D)]

=11 [ 93(5,0)as) 15 Ll [ ga(s, v + 126,01
0 0

Integrating both sides with respect to t, we obtain
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1 t 1 t
f | Fa(t f 91(s,v(s))ds) | dt < f (L] f 91(5,v())ds | + |16, 0[] dt.
0 0 0 0
1 t
< f Ly f 191(s,v(s))Ids + |f(t, 0)]] dt
0 0
1 t
< f (L f K1lv(s)lds + 191(s, 0] + If1(t, 0)l]dt
0 0
1 t 1 1
<L K4 dsd 1(s,0)d 1(t,0)|d
< fofo |v(s)|st+f0g<s)t+j0|f(t dt

1 1 1
<LK, f v(s)ldt + f 191(s, 0)]dt + j If1(t, 0)dt
0 0 0

< LiKqlvll;1 + by + 14
e
Gy < L Kqlwllji + by + 14
This prove that G,v: L'[0,1] - L'[0,1].

Similarly,

IGoull;r < LoKollulln + by + 13
Then Gou: L1[0,1] - L[0,1].
Hence

IlGw,v)II = I (Giv,Gzu) Il = IGwll + IGzull
= L Kilwlljr + Ly Kollulljn + by + by +11 + 13,
ThenG:Y - Y.
Secondly, to prove G is a contraction, we have the following
Letz = (u,v) €Y, z1= (u,,v1) €Y
and G(u,v) = (GivGau), G(ui,vq1) = (G1v1,Go U 1).

61v=Gva | = | f1(t fy 91(s,v(s))ds) —f1 (&, [; 91(5,v1(5))ds)|

Integrating both sides with respect to t we obtain

1 1 t t
f |Gy v—Gv g |dt < f |f1 (t,f gl(s,v(s))ds) - f1 (t,f gl(s, vl(s))ds)|dt
0 0 0 0

1 t t
< L1 1(s, ds — 1(s,v1 ds|d
<j0 |j0g(sv<s))s fog(sv(s))su
1 t
< j Ly f 191(5,v()) g1 (5, v2(s))] ds dt
0 0
1 t
<L K1 -V dsd
< Jo Jo |[v(s) — vi(s)|dsdt
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1
< LlKlf |v(s) — vi(s)|dt
0

< LiKqllv —vqll 2

e

IG1v — Giv4ll;1 < LiKqllv — v4llj2
Since L,K; < 1, thenG1 is a contraction.
As done before we obtain

lGu — Gouqll;r < LoKollu — uglljn
Sincel,K, < 1, thenG.,is a contraction.
Hence
G (wv)-Guyi,vi)ll = I1(Gw, G u)—(G1v1,G2u )
= G,v —G1v4, Gou — G, uqll
= 1G1v —Gvll + IGou — G5 uqll
< max{Li K1, L, K}l (uw,v)—(us,vq) Il
Let LK= max{L:K,L,K,}
then
IG (u, v) — G(ug, vo)ll;1 < LKI(u, v) — (uq, v1)lij2

Since LK < 1 then Gis a contraction, and by using Fixed point Theorem[(6)] then there exists a unique solution in Y of the
coupled system of the functional integral equations (4) .

4 .The boundary value problem
Consider now the problem (1)-(3) .

Theorem 2. Let the assumptions of the Theorem 3 be satisfied,then there exists a uniquesolution x ,y € AC[0, 1]of
the problem(1)-(3).

Proof. The solutions of the problem (1) - (4) is given by
3 T t
x(t) = %L u(s)ds — ﬁfo u(s)ds + J;u(s)ds € AC[0,1]
and
¢ T t
y() = 15%]; v(s)ds — ﬁfo v(s)ds + fov(s)ds € AC[0,1].
Where

1
u(t) = fl(t,J; 91(s,v(s))ds) € L*[0,1],

1
v(t) = fz(t,j g2(s,u(s))ds) € L0,1].
0

Then from Theorem 3 we can deduce that there exists of a unique solution of the problem (1) - (3).
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