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ABSTRACT 

In this paper we are focused on parametric modeling. To estimate the distribution of the population under study we use the 

point estimate. For the unknown parameter a of the uniform (continue) distribution U(0,a) we present a better estimator 

than the sample mean. It will provide a basis for developing efficient estimators when faced with similar problems.  
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INTRODUCTION  

In statistical modeling to estimate the distribution of the population under study there are two approaches: parametric and 

nonparametric. For the parametric estimation we first need to choose a family of models within which the true distribution 

of data is supposed to lie and then to choose the best estimator for the parameters of the distribution. The statisticians 

present the parameter estimation process from different viewpoints focusing on the theory aspects [1] or in the 

applications [2]. In the first part of this paper we present the main ideas in estimation theory from a frequentist viewpoint 

focused on point estimator [3],[4]  and in the second one for the uniform distribution U(0,a) an estimator more efficient than 

the sample mean is presented. It will  provide a basis for developing efficient estimators when faced with similar problems. 

1. BASIS OF PARAMETRIC ESTIMATION  

Let nx,...,x,x 21 be independent realizations from a population distribution. To estimate this distribution we need to choose 

a model based on the data under study (using probability graph, or box plot). Generally for large n we can use the central 

limit theorem for the distribution of the sample mean. 

Theorem 

Let nX,...,X,X 21  be a sequence of independent and identically distributed random variables with mean  and finite 

positive variance 2  then the sample mean of the above variables sequence X  defined as: 

 

n

X...XX
X n
 21  

is approximately distributed as normal distribution with parameter   and 
n

2
. 

Let X be a random variable with probability density function belonging to a known family of probability distributions with 

density functions  

 ):),((  xfF   

and nx,...,x,x 21  be a sample for this random variable.  

To estimate the true value of parameter  denoted by 0 we use the estimator 0



   which should be close to the 

parameter value 0 . For this the estimator 0



  should fulfill these conditions: 

a) The estimator 0



 should be with bias zero. It means that for it the value on average is the true parameter value. 

00  


)(E  

b) The variation of the estimator around the true parameter value should be small. 

     2
000 )()(  



EVar    

The standard deviation of the 


0  obtained from the data measures how precise the estimator is: the smaller the standard 

deviation of the 


0 the greater the precision. Calculating a confidence interval for  0  we make it more explicit. 

There are many methods for estimates unknown parameters from data.  The estimator will involve intervals and 

probabilities. 

We will consider the maximum likelihood estimator (MLE) as a point estimator, which in most of the cases is easy to 

compute and in the simplest cases match with our intuition. 

For the sample nx,...,x,x 21  of the random variable X having the probability density function ),x(f 0 , the likelihood 

function is: 
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The maximum likelihood estimator 


0 of 0 is defined as the value of   that maxims the likelihood function. Since the 

logarithm function is monotonic, the log-likelihood takes its maximum at the same point as the likelihood function, so we 

can obtain the maximum likelihood estimator by differentiating the log-likelihood and equating to zero.  

 

2. ESTIMATION OF THE PARAMETER FOR THE UNIFORM (CONTINUE) 

DISTRIBUTION 

Let  X be a random variable from the population with uniform distribution U(0,a) the density is  
a

1
on  a,0 and 0 otherwise.  

Let nx,...,x,x 21  be a sample for this random variable drawn from the above population. We want to estimate the 

parameter a. The most natural estimator is the sample mean. We define it as .X


   

So,  .
a

X
2




        

Based on 


X the first unbiased estimator for a is: 

X21


   with  variance 
n

a
)(V

3

2

1 


 . 

Using the MLE for the above X and nx,...,x,x 21  the likelihood function is : 

n
n )

a
()ax,...,x,x(f

1
21   

This is maximazied by making a as small as possible. The interval  a,0 must include all the data. Thus the MLE for a [5] 

is:    

 nx,...x,xmax 212 


 .        

The second estimator obtained from MLE is asymptotically unbiased  and has asymptotically minimal variance:  

1
2
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We present the third estimator for the parameter a, as an unbiased estimator combining the second one. 
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The variance for 


3 is: 
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So the, 


3 is more efficient than 1



 . As result  


3 is a better estimator than 1



  for the parameter a. 

CONCLUSION 

The estimation of the parameters of a statistical model is a very important process in statistics. In this paper we are 

focused on point estimator. For the unknown parameter a of the uniform distribution U (0,a) we present a better estimator 

than the sample mean. It will provide a basis for developing efficient estimators when faced with similar problems.  
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