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ABSTRACT

In this paper, we introduce near approximation via general ordered topological approximation spaces which may be
viewed as a generalization of the study of near approximation from the topological view. The basic concepts of some
increasing (decreasing) near approximations, increasing (decreasing) near boundary regions and increasing (decreasing)
near accuracy were introduced and sufficiently illustrated. Moreover, proved results, implications and add examples.
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The concept of rough set has many applications in data analysis. Topology [5], one of the most important subjects

mathematics, provides mathematical tools and interesting topics in studying information systems and rough sets
[2,7,8,11,12,13]. The purpose of this paper is to put a starting point for the applications of ordered topological spaces into
the rough set analysis. Rough set theory introduced by pawlak in 1982, is a mathematical tool that supports the
uncertainty reasoning. Rough sets, generalized by many ways [3,6,9,14,15]. In this paper, we give a general study of

o, P approximations, which studied in [1]. Our results in this paper became the results, which obtained before in case of
taking the partially ordered relation as an equal relation.

2 Preliminaries

In this section, we give an account for the basic definitions and preliminaries to be used in the paper.

Definition 1[10] A subset A of U, where 14 Ej is a partially ordered set is called increasing (resp. decreasing) if for all
a4 Aand x eU suchthat apX (resp. X¢H) imply X & A .

Definition 2[10] A triple ‘U, JZE} is said to be a topological ordered space, where ‘U, JS is a topological apace and 2
is a partial order relation on U .

Definition 3[11] An information system is a pair W AQ yhere Uis a non-empty finite set of objects and A is a non-
empty finite set of attributes.

Definition 4[4] A non-empty set U equipped with a general relation A which generate a topology @ on U and a

partial order relation é wright as (U,Z'R,p) is called general ordered topological approximation space (for short,
GOTAS).

Definition 5[4] Let (U, 75, 0) be a GOTAS and A — U. We define:
1) Blnc(A) = Aolnc, & n° is the greatest increasing open subset of A

(Z)B (A) = AODEC f " Dec is the greatest decreasing open subset of A.

Dec

—Inc

=inc —Inc
@R (A)=A ', A isthe smallest increasing closed superset of A.

— Dec —Dec — Dec
@R (A=A A isthe smallest decreasing closed superset of A.

pec _ Card(Rpg (A))

Inc . Card (Blnc(A))
card(R " (A))

card(R" (A))
decreasing) accuracy.

Inc

B)a )and o (resp. aDeC), is R — increasing (resp.

(resp. o

Definition 6[4] Suppose that (U it p) isaGOTAS and AcU. We define:

@ S,.(A)= AAR"™ (R (A), S;c(A) iscalled R —inc semi lower.

Inc Inc

@S (A)=AUR,.(R"(A), S (A) iscalled R— inc semi upper.

3 Sp(A) = AAR (Rpw (A)), Spec(A) s called R —dec semi lower.

@S (A = AURL (R (A), S " (A) is called R —dec semi upper.

A is R— increasing (resp. decreasing) semi exact if S, (A)=S  (A)(esp. Sp(A)=S  (A)),

otherwise A is R — increasing (resp. decreasing) semi rough.

3. New approximations and its properties
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In this section, we introduce some definitions and propositions about near approximations, near boundary
regions via GOTAS, which are essential for the present study.

Definition 7 Suppose that (U ' TR p) isa GOTAS and A — U . We define:

0 a,..(A=ANR,. (ﬁmc (Rinc(A)), 1o (A) iscalled R—increasing a lower.

e
@a (A)=AUR"(R,,(R™(A). o (A) is called R —increasing & upper.

@ Ao (A) = ANRp (R (R (A), @ (A) is called R —decreasing a lower.

@Wa (A=AUR (Roe(RT(A), @ " (A) is called R—decreasing a upper.

A is R—increasing (resp. R—decreasing) @ exact it @ (A)=a  (A)(resp. ap (A=t (A)),

otherwise A is R —increasing (resp. R —decreasing) o rough.

Proposition 1 Suppose that (U TRy p) isaGOTASand A,B cU . Then
Wi AcB—oa (Aca (B)(AcBoa (Aca  (B)).
@a (AnB)ca (Ana (B) (@ (AnB)ca  (Ana  (B)

@a (AUB) ca (Aua (B) (@ (AUB)ca  (Aua  (B)).
Proof.
(1) Omitted.
@a  (ANB)=(ANB)UR" (R (R (ANB))
c(ANB)UR™ (R, (R™(A)NR " (B)))

c(AMB)UR" (R (R (A) "R, (R (B))

c(ANB)UR™ Ry R (AR (R (R™(B)))

c AUR™ (R, R™(A)NBUR™(R,.(R™(B)))

c ‘;Inc(A) malnc(B) \
@ a (AUB)=(AUB)UR" (R,.(R" (AUB)))

—(AUB)UR™ (R, (R (A)UR™(B)))

Inc

S(AUB)UR™ (R (R (A)UR (R (B)))

S(AUB)UR" (R, R (A)UR™ (R, (R (B))

SAUR™ R, R™(AUBUR™(R,.(R™(B)))

Inc

—Inc —Inc
>a (Auvua (B).
One can prove the case between parentheses.

Proposition 2 Suppose that (U TRy p) isaGOTAS and A, B cU . Then
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WifASB oo, (A ca,(B)( AcSB > ap. (A)can(B)).

@ a,.(AnB)ca,, (A)Na,.(B) (ap, (ANB) C ap (A)Nap, (B)).

Inc

®) a (AUB) 2 (AU, (B)( @p, (AUB) 2 ap (A)Uay, (B)).

Inc

Proof.
(1) Easy.

@ @ (ANB)=(ANB) "R (R (R (AN B)))

Inc Inc

(AP B) AR (R™ (R (A) ARy (B)))
c(APB) AR (R™ (R (A) AR (R, (B)))

< (ANB) AR (R™ (Ryo(A) "R pe(R™ (R e (B)))
cAAR R (R (ANBAR R™ (R, (B))
c anc(A) mglnc(B) g

®) @ (AUB) = (AUB) "R . R™ (R, (AU B)))

S (AUB) AR (R™ (R e (A) UR o (B)))
S(AUB) AR (R™ (R e (A) UR"™ (Ryne(B)))

—Inc —Inc
= (AU B)mBlnc(R (Blnc(A)uBlnc(R (Blnc(B)))
5 ANR(R™ Ry (A UBAR (R (Ryc (B))
2a,.(Ava,.(B).
One can prove the case between parentheses.

Proposition 3 Suppose that (U ' TR p) isaGOTASand X —U. If X is R —increasing (resp. decreasing) exact

then X is o —increasing (resp. decreasing) exact.

Proof.
—Inc —Inc —Inc
Let X be R—increasingexact. Then R (X)=R,.(X), @ (X)=R (X), a,.(X)=R,.(X).
—Inc
Therefore @ (X) =a,,.(X) .
One can prove the case between parentheses.

Definition 8 Suppose that (U TRy p) isa GOTAS and Ac U. Then

ainc (A) = a (A)—a,,.(A)(resp. B 5. (A) = a (A) — & pee (A)), is increasing (resp. decreasing)

o boundary region.

1 B

Inc
2 Pos_..(A) =a,,.(A) (resp. POS .. (A)=ap,(A)), is increasing (resp. decreasing) & npositive
region.

3) Neg,..(A)=U - a (A) (resp. Neg . (A) =U s (A)), is increasing (resp. decreasing) o

negative region.

Proposition 4 Suppose that (U TRy p) isaGOTAS and A, B cU. Then
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(1) Neg (A) 2 Neg p (A) (Neg (A) 2 Neg .. (A)).
(2) Neg ;.. (AU B) < Neg ;.. (A) W Neg .. (B)
(Neg o (AU B) = Neg .. (A) W Neg o (B)).
(3) Neg ;.. (A B) o Neg . (A) (1 Neg .. (B)
(Neg pe. (AN B) 2 Neg .. (A) M NEY . (B) ).

Proof.
(1) since R(A) = R (A) , then U —R(A) U — R (A), therefore Neg(A) o Neg_,,.. (A).
2 Neg,,.,(AUB)=U —[(AUB)UR " Rp.R  (AUB)]
=U-[(AUB)UR™ Rp (R (AUR " (B)]
cU-[(AUB)UR ™ (RpR  (A/URp R (B)]
cU-[(AUB)UR " (RpeR  (AUR “RpwR  (B)]
cU-[AUR™ (RpR  (AUBUR Ry R (B)]
CU-AUR (RgR (A)NU-BUR "Ry R (B)]
< Neg,,. (A) N Neg,,;.. (B).

@ Neg . .(ANB)=U -[(ANB)UR Ry R - (ANB)]
—U-[(ANB)UR "Ro (R (A)AR " (B)]
CU-[(ANB)UR " (RpR (AR R (B)]
CU-[(ANB)UR " (RpuR (AR Rp R (B)]
CU-[AUR (R R (A)NBUR Ry R - (B)]

CU-AUR™ Ry R™(A)UU ~B UR™ R R™(B)]
g Neg alnc(A) o Neg aInC(B)'

One can prove the case between parentheses.

Definition 9 Suppose that (U, 7, p) is a GOTAS and A < U. We define:
@ P,.(A)=ANR,. (R (A), P,.(A) iscaled R —increasing Pre lower.

@ P (A= AUR “(R,.(A), P (A) is called R —increasing Pre upper.

@) Poe(A) = ANRo (R (A)), Pon(A) is called R —decreasing Pre lower.

@ P (A)=AUR " (Row(A)), P (A) is called R~ decreasing Pre upper
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A is R—increasing (resp. R —decreasing) Pre exact if P.(A) ZEIHC(A) (resp. Py (A) ZEDeC(A) ),

otherwise A is R —increasing (resp. R —decreasing) Pre rough.

Dec

Proposition 5 Suppose that (U ' TRy p) isaGOTAS and A, B cU. Then

C

WiFAcCB>P (AcP (B AcB—P (AcP (B))
@ P (ANB)YcP (A)AP (B) (P (ANB)cP (ANP " (B))

@ P (AUB)cP (A)UP (B) (P (AUB)cP (AUP " (B))

Proof.
(1) Omitted.

@ P " (ANB)=(ANB)UR" (R, (ANB))

—(ANB)UR " (Rye (A) "R e (B)))
c(ANB)UR ™ (R (A) AR (R (B))

c AUR™ (Rpe(A) NBUR™ (R, (B))

Inc
c EIHC(A) mEInC(B) -

@ P (AUB)=(AUB)UR" (R, (AUB))

—(AUB)UR" (Rc (A) UR . (B)))
S(AUB)UR™ (R (A)UR ™ (R, (B))

S5 AUR™ (Rpe(A) UBUR ™ (R, (B))

Inc

—Inc —Inc
SP (A)UP (B).
One can prove the case between parentheses.

Proposition 6 Suppose that (U . O p) isaGOTAS and A, B cU. Then:

1) ASB->P (AP (BY( AcB— Py (A) c Pp.(B)).
(ANB) S P (A)N P e (B) (Ppe (AN B) < P (A) M P (B)).
(AUB) 2P (A)UP 1 (B) (Ppe (AUB) 2 P (A) U P (B)).

(2) E Inc

Inc Inc

(3) E Inc

Inc Inc

Proof.
(1) Easy.

@ Pro(ANB)=(AnB) "R, (R" (AN B))

—(AmB)AR,.(R™(A) "R (B))

Inc

< (ANB) AR (R™ (ANR,(R" (B)

Inc

cAAR,(R™(ANBAR,(R"(B))

Inc
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- EInc(A) mElnc(B) .

®) P (AUB) = (AUB) "R, (R (AUB))

Inc Inc

—(AUB)AR,.(R" (A)UR"(B)))

S(AUB) AR, R™ (A UR(R" (B)

Inc
S AR, (R" (AUBAR, (R (B))
= EInc(A) mElnc(B) .

Proposition 7 Suppose that (U TRy p) isaGOTASand A, B cU. If A is R —increasing (resp. decreasing) exact

then A is P —increasing (resp. decreasing) exact.

Proof.

Let A be R —increasing exact. Then R"™ (A =R, .(A), Emc(A) = ﬁmc(A), P..(A) =R,.(A). Therefore

P (A) =P, (A).

One can prove the case between parentheses.

Inc Inc Inc

Proposition 8 Suppose that (U TRy p) isaGOTAS and A, B —U. Then we have:
(1) Neg(A) o Neg ., (A) (Neg (A) = Neg o, (A)).
(2) Negp,,. (AU B) < Negp,,. (A) U Negp,.. (B)
(Neg e, (A B) < Neg ey, (A) U Neg ey, (B)).
(3) Negpy,. (AN B) 2 Negy,, (A) 1 Neg . (B)
(Neg .. (AN B) o Negp,.. (A) (1 Neg,,,. (B)).

Proof.

@since U —R (A)2U - AUR Ry (A), then Neg(A) o Neg_..(A).

Dec
2) Negpp (AUB) =U —~[(AUB)UR " Ry (AUB)]
CU-[(AUB)UR " (Rpw (A) UR e (B)]

CU—[(AUB)UR ™ (Rp (A)UR " R (B)]

Dec
U ~[AUR™ (R (A UBUR " Ry (B)]
CU-AUR " (Rpw(A) AU -BUR " Ry, (B)]
< Negp,.. (A) N Neg . (B).

@ Neg,. (ANB) =U —[(ANB)UR " Rpy (AN B)]
SU~[(ANB)UR" (Rpes (A) MR (B)]

SU~[(ANB)UR™ (R (AR Rpge (B)]

Dec
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SU~[AUR ™ (Rp (A)NBUR™ Rpge (B]
SU~AUR ™ (Rp (A)NU ~BUR " Ry (B)]
SU-[P (MNP (B)]
2 Neg .. (A) U Neg . (B).

Proposition 9 Suppose that (U TRy p) isaGOTAS and AcU. Then

Blnc (A) - anc(A) - §Inc (A) (BDec (A) - QDec (A) - §Dec (A) )

Proof.
Let X€ R, ,.(A). Then X € R"™ (R (A) 0
Now, we have X € A and X € R, (R (Ris(A)) . Then X € AAR, (R (R, (A))), therefore X € &, (A).
Hence R\ (A) € @ (A). (1)
since Xe ANR" (R (A)), then
X€S,.(A) 2)

From (1) and (2), we have R,..(A) c 2,,.(A) < S,..(A) .

Proposition 10 Suppose that (U ' TR p) isa GOTAS and Ac U. Then

Aine(A) S P (A) (e (A) S Poec (A) ).

Proof.

R™(R

XeRpR" Rpe(A) SRR R™(A)).  Ths  xeRp (R (A),  and  thus
(R™(A)). Hence X P, . (A).

Since X€R,. (EIHC(A)), then Xe€ a,.(A), and then Xe ANR (A))), therefore X € A and

Inc Inc

xe AR

—lInc

Proposition 11 Suppose that (U,TR,,O) is a GOTAS and AcU. Then §InC(A)gggmc(A)gﬁmc(A)
— Dec — Dec — Dec
(S (Aca (AR (A).

Proof.

Let X egmc(A) ,then X€ A or XeR,,. (ﬁmc(A)). Thus

xe AUR™(R,.(R"(A))). Hence

Inc
—inc
xea (A 1)
since xe AUR" (R,(R" (A))), then
xe AUR™ (R Inc(A)) , therefore X € Auﬁlnc(A) . Thus

xeR"(A) @)
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From (1) and (2), we havegmc(A) c C_ZIHC(A) c Rmc(A) :

Definition 10 Suppose that (U ' TR p) isa GOTAS and A cU. Then:

1) Bp (A= P (A) P e (A) (resp.  Bppe. (A) = EDeC (A)—Ppe (A)), is increasing (resp.

decreasing) near boundary region.
2) Posp,,.(A) =P,..(A)(resp. PoSyp,. (A) =Py (A)), is increasing (resp. decreasing) near positive
region.
— Dec —Inc
(3) Negp . (A)=U—-P  (A)(resp. Negpp (A)=U —P  (A)), is increasing (resp. decreasing) near
negative region.

Definition 11 Let (U ' TRo p) be a GOTAS and A non-empty finite subset of U . Then the increasing (decreasing)

near accuracy of a finite non-empty subset A of U is given by:

j nc
Mjine (A) = ‘:nc—‘ j e{a,P}.
e
Proposition 12 Let (U -, p) be a GOTAS and A non-empty finite subset of U . Then
. Rne (A)
Minc (A) < 77j|nc(A) (1pec (A) < 17 iec (M) forall j e{a, P}, where 17,,.(A) = | I |
SO
Rpe: (A)
Toul ) TR
R™ (W)

Proof. Omitted.
Example 1 suppose that X ={a,b,c,d}, X /R ={{a},{a,b},{c,d}},

7z ={X.¢{a,b}, {c,d} {a}.{a,d.c}}, 7z ={X.4.{c.d}{a b}, {b,c,d} {b}} and
={(aa),(b,b), (c,c),(d,d).(a,b), (b.d), (a,d),(a,c), (c,d)}.

For A={a,C}, we have:

Row(A) ={a}, R (Row (A) ={a,b}, R (A) = X, Rpu(R (A =X

(A=ANX =A P (A)={fa,b,c} Bep, (A) ={b}, Neg,,. ={d}

DEC

Ao (N =Anfab}={a}. @ (A)=X, Bo (A ={b.c,d}, Neg,,. =¢.
Proposition 13 Let (U ' TR p) be a GOTAS and A < U . Then we have

Bsmc(A) < Biinc (A c Binc (A) (BSDec(A) < B e (A c Boec (A).

Proof. Omitted.

4 Conclusion

As a step, which is rich in results up till now to generalize the generalized approximation spaces, it was the study of
GOTAS which is a generalization of the study of OTAS, GAS and AS. Every GOTAS can be regarded as an OTAS if R is

an equivalence relation and OTAS can be regarded as an AS if 2 is the equal relation. In addition, every GOTAS can be

regarded as GAS if 2 is the equal relation and GAS can be regarded as AS if R is an equivalence relation.
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GOTAS (U.t,. p)

(U,7x.9)

pis equal
R is equivalence

A 4

(AS) Pawiak
Approximarion Space
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