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ABSTRACT 

In this paper, an efficient method for face recognition using principal component analysis (PCA) is presented. Nowadays 
PCA has been widely active for face recognition algorithms. It is one of the most popular representation methods for a 
face image. Face recognition involves matching a given image with the database of images and identifying the image that 
it resembles the most. The aim is to successfully demonstrate the human face recognition using Principal component 
analysis & comparison of Manhattan distance, Euclidean distance & Chebychev distance for face matching. 
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INTRODUCTION  

Computer model of face recognition is interesting because they can contribute not only to theoretical insight but also to 
practical applications. Computers that recognize faces could be applied to a wide variety of problems, including criminal 
identification, security systems, image processing and human-computer interaction. For example the ability to model a 
particular face and distinguish it from a large number of stored face models would make it possible to vastly improve 
criminal identification. Human face plays an important role in conveying individual’s identity. According to M. A. Turk and 
A. P. Pentland

[1]
, despite large variations in the viewing conditions such as lighting, expressions, differences in hair style 

and so on, the human ability to recognize faces is remarkable .  

Since face has complex features, developing a face recognition computer system is a very difficult task. Automated 
system has to address all the difficult steps involved in face recognition and detection.  

Linear Discriminate Analysis algorithm is also used in face recognition. Originally developed in 1936 by R.A. Fisher, 
Discriminant Analysis is a classic method of classification that has stood the test of time

[3]
. Discriminant analysis often 

produces models whose accuracy approaches (and occasionally exceeds) more complex modern methods 
[3]

 . LDA is 
similar to Principal Component Analysis (PCA). In both PCA and  

LDA there is linear combinations of the variables which explain the given data well. LDA explicitly attempts to model the 
difference between the classes of data

[4]
.  PCA on the other hand does not take into account any difference in class but 

builds the feature combinations based on differences rather than similarities.  

According to Jolliffe
[2]

, this difficulty is due to the fact that the faces must be represented in a way that best utilizes the 
available face information to distinguish a particular face from all other face. Several algorithms are used for face 
recognition. Some of the popular methods are discussed here. Face recognition by feature matching is one such method 
carried out by Manjunath

[4]
 et.al. In this we have to locate points in the face image with high information content. We don’t 

have to consider the face contour or the hair. We have to concentrate on the center of the face area, as most stable and 
informative features are found there. The high informative points in the face are considered around eyes, nose and mouth. 
To enforce this we apply Gaussian weighting to the center of the face. 

To identify faces in different illuminance conditions is a challenging problem for face recognition. The same person, with 
the same facial expression, and seen from the same viewpoint, can appear dramatically different as lighting condition 
changes. In recent years, two approaches, the fisherface space approach 

[6]
 and the illumination subspace approach 

[7]
 , 

have been proposed to handle different lighting conditions. 

The proposed scheme is based on an theory approach that decomposes face images into a small set of characteristic 
feature images called eigenfaces , which is a thought of as the principal components of the initial training set of face 
images. Recognition is performed by projecting a new image into the subspace spanned by the eigenfaces and then 
classifying the face by comparing its position in face space with the positions of known individuals. 

In a computer based face recognition system, each face is represented by a large number of pixel values. Linear 
discriminant analysis is primarily used here to reduce the number of features to a more manageable number before 
classification. Each of the new dimensions is a linear combination of pixel values, which form a template. The linear 
combinations obtained using Fisher's linear discriminant are called Fisher Faces 

[3]
 . 

Principal Component Analysis with Eigen faces is one of the popular algorithms for face recognition. Principal component 
analysis is a mathematical procedure that uses orthogonal co-ordinates to convert a set of observations of possibly 
correlated variables into a set of values of uncorrelated variables called principal components 

[2]
. PCA is then applied on 

the Eigen faces.  

 Traditional 2D methods give satisfying result on frontal view or any single view. In order to extend the capability of 2D 
method to identifying faces in multiple views, multiview face databases are needed to train face recognition algorithm to 
identifying faces in different view. FRAV face database has been used in this paper for multiview faces of same person. 

1.CALCULATING EIGENFACES 

Let a face image (x,y) be a two-dimensional N by N array of intensity values. An image may also be considered as a 

vector of dimension
2N , so that a typical image of size 256 by 256 becomes a vector of dimension 65,536, or 

equivalently, a point in 65,536-dimensional space. An ensemble of images, then, maps to a collection of points in this 
huge space. 

Images of faces, being similar in overall configuration, will not be randomly distributed in this huge image space and thus 
can be described by a relatively low dimensional subspace. The main idea of the principal component analysis is to find 
the vector that best account for the distribution of face images within the entire image space. These vectors define the 

subspace of face images, which we call “face space”. Each vector is of length
2N , describes an N by N image, and is a 

linear combination of the original face images. Because these vectors are the eigenvectors of the covariance matrix 
corresponding to the original face images, and because they are face-like in appearance, they are referred to as 
eigenfaces

[5]
 . 
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1.PROPOSED METHOD  

Let the training set of face images be 
1 , 

2 , 3 , …, 
M . The average face of the set if defined by    




M

n

n
M 1

1
.  

Each face differs from the average by the vector     nn . This set of very large vectors is then subject to 

principal component analysis, which seeks a set of M orthonormal vectors, n , which best describes the distribution of 
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The vectors k and scalars k are the eigenvectors and eigenvalues, respectively, of the covariance matrix 
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where the matrix ]...[ 21 MA  . The matrix C, however, is 
2N  by 

2N , and determining the 
2N  eigenvectors 

and eigenvalues is an intractable task for typical image sizes. A computationally feasible method  is needed to find these 
eigenvectors. 

If the number of data points in the image space is less than the dimension of the space (
2NM  ), there will be only 

1M , rather than 
2N , meaningful eigenvectors (the remaining eigenvectors will have associated eigenvalues of zero).  

Consider the eigenvectors n of AAT
such that 

nnn

T AA         (4) 

Premultiplying both sides by A, we have 

nnn

T AAAA         (5) 

from which we see that nA are the eigenvectors of 
TAAC  . 

Following this analysis, we construct the M by M matrix AAL T , where n

T

mmnL  , and find the M eigenvectors 

n of L. These vectors determine linear combinations of the M training set face images to form the eigenfaces n : 

MnA n
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With this analysis the calculations are greatly reduced, from the order of the number of pixels in the images (
2N ) to the 

order of the number of images in the training set (M). In practice, the training set of face images will be relatively small 

(
2NM  ), and the calculations become quite manageable. The associated eigenvalues allow us to rank the 

eigenvectors according to their usefulness in characterizing the variation among the images. 

1.USING EIGENFACES TO CLASSIFY A FACE IMAGE 

The eigenface images calculated from the eigenvectors of L span a basis set with which to describe face images. As 

mentioned before, the usefulness of eigenvectors varies according their associated eigenvalues. This suggests we pick up 
only the most meaningful eigenvectors and ignore the rest, in other words, the number of basis functions is further 
reduced from M to M’ (M’<M) and the computation is reduced as a consequence.  
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In practice, a smaller M’ is sufficient for identification, since accurate reconstruction of the image is not a requirement. In 
this framework, identification becomes a pattern recognition task. The eigenfaces span an M’ dimensional subspace of the 

original 
2N  image space. The M’ most significant eigenvectors of the L matrix are chosen as those with the largest 

associated eigenvalues. 

A new face image  is transformed into its eigenface components (projected onto “face space”) by a simple operation 

)(  nn        (7) 

for n=1,……,M’. This describes a set of point-by-point image multiplications and summations.  

The weights form a vector ],...,,[ '21 M

T   that describes the contribution of each eigenface in representing the 

input face image, treating the eigenfaces as a basis set for face images. The vector may then be used in a standard 
pattern recognition algorithm to find which of a number of predefined face classes, if any, best describes the face. The 
simplest method for determining which face class provides the best description of an input face image is to find the face 
class k that minimizes the Euclidian distance 

22 )( kk        (8) 

where k  is a vector describing the kth face class. The face classes k  are calculated by averaging the results of the 

eigenface representation over a small number of face images (as few as one) of each individual. A face is classified as 
“unknown”, and optionally used to created a new face class. 

Design/Algorithm : 

Face recognition using Eigen faces approach was initially developed by Sirovich and Kirby and later used by Matthew 
Turk and Alex Pentland

[1]
 . They showed that a collection of face images can be approximately reconstructed by storing a 

small collection of weights for each face and a small set of standard pictures
[1]

. 

Using Principal Component Analysis on a set of human face images, a set of Eigen faces can be generated. Eigen faces 
are a set of eigenvectors used mostly in human face recognition.  Eigenvectors are a set of features that characterize the 
variation between face images. These eigenvectors are derived from the covariance matrix of the probability distribution of 
the high-dimensional vector space of faces of human beings. The main idea here is to use only the best Eigen faces that 
account for the major variance within the set of face images. By using lesser Eigen faces, computational efficiency and 
speed is achieved. The Eigen faces are the basis vectors of the Eigen face decomposition. 

Below are the steps of face recognition process: 

 A training set of same resolution digital images is initially prepared. 

 The images are stored as a matrix with each row corresponding to an image. 

 Each image is represented as a vector with (r X c) elements where “r” and “c” are the number of rows and the 
number of columns respectively. 

 An average image is calculated from the individual training set images. 

 For each image, the deviation from the average image is then calculated and stored. 

 The Eigen vectors and Eigen values are then calculated. These represent the directions in which the training set 
images differ from the average image. 

 A new image is then subtracted from the average image and projected into Eigen face space.  

 This is compared with the projection vectors of training faces and the matching image is determined. 

1.EXPERIMENTAL RESULTS 

Here all the 2D frontal faces from FRAV3D image database are taken. As this algorithm may be applied for 3D faces in 
future, so 3D database is taken. The face recognition system was tested using a set of face images of 232 training images 
and 16 test images in total of  248  images. All the training and testing images are colour bitmap images of size 400X400. 
Except my own images which are of different sizes of  bitmap images. For that purpose as a part of image preprocessing 
all the images are first converted to size of 400X400.  

Detailed Results : 

If the system correctly relates the test image with its correspondence in the training set, we say it conducts a true-positive 
identification ; 

If the test image is from an unknown individual & the system recognizes it as unknown individual, the system conducts a 
true -negative identification. 

 If the system relates the test image with a wrong person , or if the test image is from an unknown individual while the 
system recognizes it as one of the persons in the database, a false-positive identification is performed;  

If the system identifies the test image as unknown while there does exist a correspondence between the test image and 
one of the training images, the system conducts a false-negative identification.  
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The experiment results are illustrated in the Table below: 

Table 1: Recognition using Eucleadian distance 

Number of test images 160 

Number of true-positive identifications 130 

Number of true-negative identifications 10 

Number of false-positive identifications 20 

Number of false-negative identifications 0 

Percentage of images successfully matched 87.50% 

Acceptance rate 140/160 

Accuracy Percentage 93.75% 

 

Table 2: Recognition using Chebychev distance 

Number of test images 160 

Number of true-positive identifications 140 

Number of true-negative identifications 10 

Number of false-positive identifications 10 

Number of false-negative identifications 0 

Percentage of images successfully matched 93.75% 

Acceptance rate 150/160 

Accuracy Percentage 96.87% 

 

Table 3: Recognition using Manhattan distance
[8]

 

Number of test images 160 

Number of true-positive identifications 140 

Number of true-negative identifications 10 

Number of false-positive identifications 10 

Number of false-negative identifications 0 

Percentage of images successfully matched 93.75% 

Acceptance rate 15/16 

Accuracy Percentage 96.87% 

 

However, it is a long way to go before confidently drawing a conclusion on the roughness/sensitivity of the eigenfaces 
recognition approach. Large case study needs carrying out in the sense that:  

(1) numerous tests are necessary, with face images of people who are or aren’t in the database; 

(2)Thresholding issue  affects the performance of the algorithm. Larger threshold value leads to lower false-negative rate, 
but higher false-positive rate; and vice versa. In other words, a good choice of threshold value could well balance false-
negative and false-positive rates, thus maximize good recognition rate. So, it can be chosen in some proper way. 
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Output: 

True positive recognitions: 

  

Figure : Test Result1 Figure : Test Result2 

 

  

Figure : Test Result3 Figure : Test Result4 

 

True negative recognitions: 

 

Figure : Test Result5 
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